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Overview:     We introduce the CODAH dataset, an adversarially-constructed evaluation dataset for testing common sense. CODAH forms a challenging extension to the recently-proposed SWAG dataset, which tests 
commonsense knowledge using sentence-completion. We introduce a novel procedure for question acquisition in which workers author questions designed to target weaknesses of  state-of-the-art neural question 
answering systems. Workers are rewarded for submissions that models fail to answer correctly both before and after fine-tuning. We create 2.8k questions via this procedure and evaluate the performance of  multiple state-
of-the-art question answering systems on our dataset. We observe a significant gap between human performance, which is 95.3%, and the performance of  the best baseline accuracy of  69.6% by the BERT model. 
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